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Abstract

On the probability space (Q2,F,P) is considered a stationary (in the narrow sense) two-

component sequence {¢,Y,} - YiiQ- R* is conditionally m —independent vectors sequence

i>

The decomposition S, = 1Z:[Yi —EY,|=S,,+S,, is applied, where
N

1 n 1 n
S.=.=->1|Y —-E(Y,|& d S,=,->|E(Y.|&)-EY,|. 1 d th if
n n;[ i ( .|§.)] an n2 n;[ ( .|§.) J s  prove that i
Fs ()——5>>>Q() and Q() is nondegenerate distribution, then for each X,ye R¥

Py (=) <Fyp (9@, (x+ )] —5Q0) Q). where

R =R +Z[Rgp> +(Rép))T}, R = Ecov(\(l,\(1+p Eln), &n=(&,8,,..,&,) is fixed trajectory of
p=1

control sequence. When {¢& ). is a finite ergodic Markov’s chain with one class of ergodicity,

i1
then is shownthat Q() =R; (), where T, is expressed by chain parameters. When a chain has
cyclic subclasses, the existence of the corresponding limiting characteristics is understood in the
sense of Cesaro.

When solving many practical problems, the question arises of constructing statistical estimates
of parameters by dependent observations. For example, in a study conducted to determine the
rating model of vocational colleges, the data obtained from a survey of students are dependent
on each other, due to the fact that they are obtained from the same social group. (R. Chartolani,
N. Durglishvili, Z. Kvatadze. Optimization of a State Financing Model of Vocational Colleges.
Proc. A. Razmadze Math. Inst. 2015. 169.(2-15), pp. 23-31). Also, the dependence of data in
various studies of the geophysical direction cannot be neglected. For example, in the pre-
earthquake (preparatory) period, tectonic processes in rocks develop continuously in time, and

therefore records of any characteristic taken at discrete points in time depend on each other as
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manifestations of one whole. Proceeding from similar considerations, when determining the
law of distribution of various populations, density estimates are constructed by dependent
observations. For example, nonparametric density estimates and estimates of regression
coefficients are known, built by observations connected in a Markov chain (Yakowitz Sidney
(1989) Nonparametric density and regression estimation for Markov sequences without mixing
assumptions. 85721-Journal of Multivariate Analysis, 30: 124-136. Arisona, USA). Conditionally
independent observations and observations with a chain dependence are also considered. The
accuracies of density estimates constructed by such observations by the L, metric (Z, Kvatadze,
B. Phardjiani. On the Exsactness of Distribution Density Estimates Constructed by Some Class of
Dependent Observations. Mathematics and Statistics. 2019 Vol. 7(4), pp. 135-145. SAN JOSE) and by
the L, metric (B. Parjiani, L. Labadze, T. Kvatadze; Georgian Scientists, “On the accuracyby the

metric L1 of the density estimation constructed by dependent observations” Vol. 5. Issue 1, pp.
308-321, 2023) are known.

To construct statistical estimates based on dependent observations and determine their
unbiasedness, it is necessary to know the asymptotic distribution of sums of dependent random
variables. At the present stage, the rich theory of summation of independent random variables
(Normal Approximation Some Recent Advances. Sazonov V.V. Lecture Notes in Math. V. 79,
Berlin, ete.,: Springer. 1981.) is transferred to dependent random variables. In many problems,
Markov dependence is used, which is one of the types of weak dependence. Questions of the
limiting asymptotic behavior of sums of random variables of various types of dependency
(weakly dependent, conditionally independent, connected in a Markov chain) are discussed in
many papers. Sums of such random variables are often considered, the joint distribution of
which is determined by some control sequence of random elements. Conditionally independent
sequences (Bokuchava I. V. Limit theorems for conditionally independent sequences. (in
Russian) Teor. Verojatnost. i Primenen. XXIX. (1984). Ne1, p. 192-193) and sequences with chain
dependence are considered. For example, articles by O'Brien (O’ Braien G.L. Limit Theorems
for Sum of Chain Dependent Proccesses. U. Appl. Probab., 1974, 11, 582-587), Y. Aleshkevichus
(G. YU. Aleshkyavichus, On the central limit theorem for sums of random variables given on a
Markov chain. (Russian) Lithuanian Mathematical Collected Works, Vilnius 6 (1966), Ne. 1,
15-22.), R. Chitashvili, T. Shervashidze, I. Bokuchava, Z. Kvatadze (Bokuchava I., Kvatadze Z.,
Shervashidze T. On Limit theorem for random vectors controlled by a Marcov chain. Prob.
Theory and Math. Stat., Vol. 1, 1986, 239-250. VNU Science Press, Utrecht.) and other authors
deal with these issues.In this paper, we discuss the class of sequences of conditionally m -
independent vectors and the class of sequences of vectors with chain m -dependence. (Kvatadze
Z., ShervashidzeT. Some Ilimit theorems for II.D. and Conditionally independent random
variables. The second international Conference, “Problems of Cybernetics and Informatics”.
September 10-12, 2008. Baku. Azerbaijan. Section Ne 4. “Applied Stochastic Analysis”. Institute
of Information Technologies of NASA. Printing House of “Information Technology” Baku. 2008.

Vol. II, 217-219). In the case of a non-regular ergodic chain, the sequence of functions is defined
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on a sequence of vectors with a chain m-dependence. A representation in matrix form of the
limit covariance matrix of the normalized sum of the sequence of these functions is obtained.
The fundamental matrix and the corresponding limiting characteristics of the Markov chain in

the case of cyclic subclasses are computed using the Cesaro summation.

The Levy-Prokhorov metric p(F,G) =Sup|F(X) —G(X)| is often used when considering the

xeR
convergence of distributions on the space of distribution functions. Therefore, the question of
determining the limiting probability of the distribution of the sum of functions falling into a
strip consisting of two normal shifted distributions is of natural interest. The article discusses
the normalized sum of a sequence of conditionally m-dependent vectors. The limiting
probability of the conditional distribution of this sum falling into the band consisting of two
shifted normal distributions is determined. The covariance matrix of these distributions is
expressed by the Markov chain parameters. A similar limiting probability is set for the

normalized sum of a sequence of vectors with a chain m -dependence.

Keywords: Conditionally m -independent sequence, conditional distribution, Markov chain,
m -dependent sequence controlled by the Markov chain.

2010 Mathematics Subject Classification. 60F05. 60J10. 60J20.

Introduction

When solving practical problems, it is often necessary to build statistical estimates based
on dependent observations. For example, time series used in psychological research or in
economic parameter estimations, in most cases, consist of dependent data. Determining the
accuracy and unbiasedness of the constructed estimates is related to the knowledge of the
asymptotic distribution of the sums of dependent random variables. There is a spread of methods
for studying the distribution of sums of independent random variables ([1]) over dependent
random variables. The Markov dependence, which is one of the types of weak dependence,
naturally enters this path. Limit theorems for weakly dependent sequences are expressed in
terms of sigma-algebras generated by asymptotically separable segments of the sequence. An
essential role in their approval is played by Bernstein's "sectioning" method, which uses the
effect of dependence weakening with increasing distance between segments. Many authors
study sums of random variables whose distribution is determined by some "control" sequence
of random elements. Conditionally independent sequences ([2],[3]) and sequences with chain
dependence ([4],[5]) are considered. In this paper, we consider a conditionally m -independent
sequence of vectors and a sequence of vectors with a chain m -dependence. Let's calculate the
limiting probability of their conditional distribution falling into the band created from two

shifted normal distributions.
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On the probability space (Q2,F,P) we consider a two-component stationary (in the

narrow sense) sequence
&Y (1)
{& }m , (& :Q > E) is the control sequence. Assume that the set = consists of a finite number

of finite elements. {V, }iZl , (Yi Q- Rk) is a sequence of conditionally m -independent vectors.

Definition. (see. [6]) The sequence {Yi} from (1) is called a conditionally m

i~1

-independent sequence if the vectors Y,,Y,,...,Y, onafixed trajectory &, =(&,,,...&,) foran

arbitrary natural number n become independent when thier index difference exceeds m. In

this case the distribution of Y, is depends only on ;. For arbitrary natural numbers i, |, n,
Jis Jyreeerdis (2<1<n5i<n; 1< j < ], <...< j, £n) the equations are fulfilled:

P

(Y5 Y

"YJ|)‘Eln :P{J1‘§i1 *Riz“fiz >x<.“*73\{11‘5111 mﬂ ‘jp_jq‘>m’ \V/ p1q€{l,2,m,l}

R 1<j <) <..<}<n i=Ln,

Rz, =R

where P, is the distribution of X .

Remark: If {&}  is a Markov chain with discrete time, then the sequence {Y;}  is

i1 i~1
called a conditionally m -dependent sequence controlled by the Markov chain (sequence with
chain m -dependence).

Let us give auxiliary lemmas.

Let's introduce notations :

wE)=E(Y,l5), p=Eu(&)=EY,
R(£:6)=E{[Y,~ (&)Y~ w(6)] ), 1< jr<n
R(EI) = ER(§1’§1+I)' R(gil) = ER(fm,é), 1=0,...m

m

R, =Y RV =R +i[R§" +(R§'))T} (1)
1=1

I=—m

n
Consider sum S, = _Z[Yi — p]. Let us use the same method that was used to determine

i=1
the limit distribution of the sum S, by fixing the trajectories &, in [5]. Let us decompose the
sum S, on a fixed trajectory into two uncorrelated and asymptotically independent centered

sums S, =S, +S,,:

Snlzﬁg[h_ﬂ(é)]’ Snzzﬁg[ﬂ(é)_ﬂ]-

Lemma 1. (see [5]) Suppose that {Y;}.

i1

is a conditionally m —independent sequence in
model (1). Let's say for arbitrary function W:Z—>R* when EV (&)< (p =1k,

Y()=(¥,(),¥,(0),... ¥, () ) almost everywhere an convergence is executed
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1 % n—o0
HZ\P(gj)—> E¥(&)  ae (2)
j=1
Let's say
Sp(Ry) <o (3)
Then, for n — o, the following convergences are fulfilled:

a) P

e — 0 ae,
b) B ——d,,
¢ If B, ——P then B, ——d, *P
Lemma 2. (see. [7]) Let’ssay g:T — T’ is a continuous mapping of a T metric space
into a T’ metric space. If X, —%—> X when n— o then g(X,)—->g(X).
Lemma 3. (see. [7]) Assume that, X, Z, and X are random variables with values in a

separable metric space T . Let's say when n—oo the limit equalities X,—%—>X and

p(X,,Z,)—> 0 are satisfied, then Z,—*—> X .

n?*=n

Methodology

When proving the theorem, we use the methods applicable in article [5] by I

Bokuchava, T. Shervashidze and Z. Kvatadze. The sums S, and S,, are uncorrelated and

asymptotically independent (see. [5]). For calculated expressions in inequalities, we use the

following representation E(-)=E {E (

Eln)} . This representation allows us to consider the

terms of these sums on a fixed trajectory as independent quantities. We are investigating an
ergodic chain that is not regular. Since there are cyclic subclasses, the existence of the
fundamental matrix of a chain is understood in the sense of Cesaro (see.[8]). In [9], the
representation of the covariance matrix of the limit distribution of the normalized sum of

functions defined on a chain was obtained using the characteristics of the chain.

Main Results

Theorem 1. Suppose that {Y, }iﬂ is a conditionally m —dependent sequence in model (1).
Suppose the control sequence {¢ }izl satisfies condition (2) and inequality (3) is fulfilled. Then
the following propositions are true:
a) Let’s say F is weakly converges to some non degenerate distribution Q with
distribution function Q(:), then for arbitrary vectors X,y, (X, ye Rk) when n— o0

there is a convergence
Pl0g, (<= ) < Fy . (020 (x4 )| > Q) - Q) 0
b) The opposite is true, if (4) is true, then F; | Y 59.

Proof. Let's use the following representations
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Plog (=Y <Fy (020 (x+Y)|=PlO (x=Y)<F, | (x=8,) <D (x+Y)]-

—P{F, 1 (x=8,) <@ (x4 N|-P(F, - (x=8,) > Dy (x-y)}-1=

=P{MnS0}—P{LnZO}—1 (5)
P{®, (x=y) <Dy (X=S,,) <@ (x+Y)}=P{M} <0}-P{L} >0}-1 ©6)
where

M, = FSM\%H(X_S”Z)_CDRm (X+VY);
M;ZCDRm(X_Snz)_CDRm(X"'y);
Ln = anl‘gln (X - SnZ) _CDRm (X_ Y),

I—ln = {(DRm (X=5,,) - cI)Rm (X y)}
On the space where the sequence (1) is given, let's determine the random variable 7

with distribution Q. Due the continuity and monotonicity of the function @ ()
P{d, (x—y) <@g (X=8,,) <D (X+Y)}=
=P{-y<S, <y}—>P{-y<n<y}=Q(y)-Q(-y) . (7)
Let us show that the quantities M, and L, have the same limiting distributions as the
quantities M} and L (respectively).
@ (x—t) is continuous with respect to t, and 7, L>73,7 , therefore, by virtue of
Lemma 2, when n — oo, the following convergences are fulfilled
M2 =D (X=S,2) = Dy (X+Y)—2d (x=7) =Dy (X+Y),
L, = @y (X=S,,) =g (x—y)——>Dp (x=17) =Dy (X=Y).
Let us introduce the distance between the functions f(-) and g(-) as following:
P(F0),90))=sup|f()-g(x).
It is clear that
On a fixed trajectory &, =(&,&,,..&, ), the sum S, becomes equal to some specific

(trajectory dependent) number. Therefore, it is clear that the following equations hold
oM, M) = (L, L) -

FSnl‘fln (X - SnZ) - q)Rm (X - SnZ) anl‘gln (X) - q)Rm (X) .

= sup = sup
XeRk XeRk

By virtue of Lemma 1, when n — oo we have

sup anléln(x)—dme(x)‘eO a.e.

xeR

Therefore
p(M,, Mi)—>0,  p(L, L)——o0.
By virtue of Lemma 3, we will have

M, ——>®; (X=77) =D (X+Y),
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L, - ’QRm(X—U)—‘DRm(X— y).

We have obtained that the random vectors M, and L, have the same limiting

distributions as the vectors M* and L!. According to equalities (5) and (6) we will have
lim P{(I)Rm(x— V) <F, - () < (x+ y)}: lim (P {M, <0}+P{L, >0}-1)=
= |im(P{|v|; <o}+P{L} zo}—1)= limP{®, (x-y) <D, (X=8,,) <D, (x+Y)}=
=Q(Y)-Q(-y)

The proof of point b) is obtained from the fact that the random vectors M and L,
have the same limiting distributions as the vectors M® and L respectively. According to
equalities (5) and (6) we will have

lim P{(DRm(x— y) <@g (X=35,,) <@g (X+ y)} =

= lim(P{M2 <0} +P{L >0} 1) =lim (P{M, <0}+P{L, > 0}1)=

= limP{®, (x-Y) <F, ;. (0 <@ (x+ )| >Q(y) -Q-Y).
On the other hand

P{(DRm(x— y) <@g (X=S,,) <D (X+ y)}z P{-y<S,, <y}
from this we will obtain b).

Let’s suppose that {fn}

n=1

is a finite, homogeneous, stationary, ergodic Markov chain

with one class of ergodicity, which may contain cyclic subclasses. Let's say the set of states of

the Markov chain is Z={b,,b,,...,b, }. The limiting stationary distribution is 7 = (7, 7,,...,

Consider a function f ;= — R* defined on a chain that satisfies the conditions of Lemma

1. In this case, it is known (see [8]) that for the sum U, \/_ Z[ f(&;)—Ef(&;)] when n— o

thefollowing convergences take place
cov(U,)>T,,

R, ——d, .

n

Matrix T, = (tfiy_) .

elements are expressed by Markov chain parameters
i /i j=1k

2( Tolop T plp, — o5 — 7T, 5aﬂ)f (a)f (B),1i (8)

where Z isthe fundamental matrix of the chain

2-0-@-mr = S m) <l .

=

—y T =T a,f= 1,r,

T
Bl p=ir
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and

f=(f,ff), f(a)=f(0,),i=Lk, a=Lr.

The symbol () . stands for convergence according to Cesaro. It was shown in [8] that

when the chain is irregular (contains cyclic subclasses), then both existence Z and convergence

cov(U,)— T, are understood in the sense of Cesaro.

In [9], the representation of the matrix T, is accepted in the matrix form
T, = F[IT4Z + (Mg, Z)" - T, JT-T1, JF", 9)

where F is the following matrix of order k xr.

f.(by), fi(by), ..., f,(b.) f,(D, 1.(2),..., f.(r)
| o(0), 12(0,),... (b)) || To(D), 15(2),.... T,(r)
f (0), £ (B,),.... T (b)) f. @, £ (2),..., £ (r)
Ty TTyy ey TT,
: Ty Tyyeens 7T,
(P, =11=
T\ TTyy ey TT,

Let's use this fact. Consider, as a function f :Z — R*, the function
piE> R F(E)=u(8)=E(Y,]E) = (4a(E) (&), 4 (£))
f(6) = 1, (E) =E(Y P&, p=1k, Y, =(YL Y] Yf),
f(a)=u(a)=E(Y,|5 =a), a=1r,
fo(@) = uy(@) =E(Y?|¢; =), p=Lk, a=1r.
It is clear that

u=Ef{u()}= E{E(Yj ‘fj)}:azr_;ﬁa,u(a).

Accordingly, as a the sum U, will be considered the sum S, = %Z[ (&) - ,u] .
i-1

We will have the representation obtained from (9)

T,=a- [y Z +([1,Z)" ~M -, 17",  (10)
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where

(b)), 4(0,), ..., 14 (b,) 1,1, 14(2), ..., 44(1)

77— 1, (0), 24, (by), ..., 14, (b,) _ (1), £4,(2), ..., 4, (1)

£, (0y), 24, (D,), ..., 4. (B,) ), £4,(2), .5 24,(1)

Accordingly T, = (t " j) _, Where

i,j=1k
t,, = Z(]Z’azaﬁ 32 5o — 75 — T, 0,5) i (@) 1 (B) 5 1, ] =1k. (11)
a.f

And 6, is the Kronecker symbol.

Theorem 2. Suppose that {Y, }izl is a sequence with a chain m -dependence in model (1).
Suppose the control sequence {¢ }iZl satisfies condition (2) and inequality (3) is fulfilled. Suppose
{&, }nzl is a finite, homogeneous, stationary, ergodic Markov chain with one ergodicity class,
which may contain cyclic subclasses. Let's say the set of states of the Markov chain is
E={b,b,,...,b }. The limiting stationary distribution is 7 = (7,,7,,...,7,) . Then in the above

notation for any vectors (X, ye Rk) when n — o occurs the convergence X,y

Plog (<=1 <Ry (0P (x+Y)| 5 O (N=-0r () (12)

Proof. The proof of the theorem is carried out similarly to Theorem 1. It is only necessary to
take into account that the conditions of Theorem 2 include the conditions of Theorem 1. At the

moment, it is known that the limit distribution of the sum S,, is expressed by the parameters

of the Markov chain. In particular, its limiting covariance matrix is established. It can be seen

from (10) that at n — o
R,——®; .

This means that instead of a distribution of Q(-), we can consider a distribution of GDT# O]
. The form of the matrix T, in the presence of cyclic subclasses is obtained with the help of

Cesaro convergence.

Discussion

In the particular case when the Markov chain is regular (does not contain cyclic
subclasses) and {Y, }nzl are one-dimensional (k =1) discrete random variables, then an analogue
of (11) was obtained in [10]. From here we can obtain (11) by the Cramer-Wold method.
However, this does not give us the matrix representation (10). In [8], the case k =1was

considered, when the Markov chain already contains cyclic subclasses. In [9], a matrix
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representation (9) was obtained in the general case when k >1 and the chain has cyclic
subclasses. In this case, as in [8], the result is obtained using Cesaro convergence. An analog of
Theorem 2 was obtained in [11] for one-dimensional integer random variables connected by a
regular Markov chain. This result was generalized in [12] by partially removing the restriction
on random variables. Conditionally m -independent and chain m -dependent one-dimensional
random variables are discussed in [12]. The case when the chain has no cyclic subclasses is

considered. Analogues (4) and (12) are obtained for this particular case.

Conclusion.

In the work, we have established the probability of the conditional distributions of
partial sums of a sequence of conditionally m-independent of random vectors falling into a strip
consisting of two shifted normal distributions. From this theorem, a similar result is obtained
for sequences of random vectors with a chain m -dependence. This latter is a generalization of
the result obtained by Z. Bezhaeva [11] to the multidimensional case, when the chain is not
regular and has cyclic subclasses. A matrix representation of the covariance matrix of this shifted
normal distribution with characteristics of a Markov chain is given. These characteristics are

established in the sense of convergence and summation according to Cesaro.
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